
EECS 70 Discrete Mathematics and Probability Theory
Fall 2014 Anant Sahai Discussion 14W

1. Asymmetric Division True or False? (Prove or give a counterexample):
For an arbitrary random variable X ,

Pr[|X−E[X ]| ≥ α]< k =⇒ Pr[X−E[X ]≥ α]< k/2

That is, can we convert a two-sided bound (like Chebyshev’s) into a tighter one-sided bound by dividing by
two?

2. Chebyshev’s Inequality vs. Central Limit Theorem

Let X1,X2, . . . ,Xn be i.i.d. random variables with the following distribution:

Pr[Xi =−1] = 1/12; Pr[Xi = 1] = 9/12; Pr[Xi = 2] = 2/12.

(a) What are the expectations and variances of Xi, (∑n
i=1 Xi), ((∑n

i=1 Xi)−n), and
(

(∑n
i=1 Xi)−n√

n/2

)
?

(b) If Z =
(∑n

i=1 Xi)−n√
n/2

, use Chebyshev’s Inequality to find an upper bound b for Pr[|Z| ≥ 2].

(c) Can you use b to bound Pr[Z ≥ 2] and Pr[Z ≤−2]?

(d) As n→ ∞, what is the distribution of Z?

(e) A normal distribution N has the following property: Pr[|N− µ| ≤ 2σ ] ≈ 0.9545. As n→ ∞, can you
provide approximations for Pr[Z ≥ 2] and Pr[Z ≤−2]?
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3. Erasures, Bounds, and Probabilities

You may want to use a calculator for this problem. Better yet, use a computer running MATLAB or Python
to calculate things like erf functions. Or you can just type stuff like erf(0.25) into Wolfram Alpha
(http://www.wolframalpha.com). Or you can use the table on the next page.

Alice is sending 1000 bits to Bob. The probability that a bit gets erased is p, and the erasure of each bit is
independent of the others. Alice is using a scheme that can tolerate up to one-fifth of the bits being erased.
That is, as long as Bob receives at least 801 of the 1000 bits correctly, he can decode Alice’s message.

In other words, Bob becomes unable to decode Alice’s message only if 200 or more bits are erased. We call
this a “communication breakdown”, and we want the probability of a communication breakdown to be at
most 10−6.

(a) Use Markov’s inequality to upper bound p such that the probability of a communications breakdown
is at most 10−6.

(b) Use Chebyshev’s inequality to upper bound p such that the probability of a communications breakdown
is at most 10−6. Recall that the variance of the number of erased bits will be 1000p(1− p), as proved
in a previous discussion section.

(c) Use the following Chernoff bound (which is valid for all ε > 0) to upper bound p such that the proba-
bility of a communications breakdown is at most 10−6.

Pr (No. of erasures ≥ (1+ ε)1000p)≤ e−
ε2

2+ε
1000p (Chernoff Bound)
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(d) As the CLT would suggest, approximate the fraction of erasures by a Gaussian random variable1 (with
suitable mean and variance). Use this to find an approximate bound for p such that the probability of
a communications breakdown is at most 10−6. You can use the fact that if Y is a Gaussian random
variable with mean µ and variance σ2, then:

Pr (Y ≥ y) =
1
2

(
1− erf

(
y−µ

σ
√

2

))

(e) Describe how you could find the actual maximum p, using a computer. (If time allows, try this and see
how it compares).

1A Gaussian random variable is an example of a continuous random variable, which you have not seen too much of in this
course. Basically, the random variable can be any real number, instead of being confined to take only one of a discrete set of values.
For continuous random variables like the Gaussian random variable, it does not make much sense to ask “what is the probability
of the variable assuming a particular value, like 0 or 0.5” (since this probability is always 0 for any such single point). Instead,
one asks “what is the probability that the variable takes a value in a given range, like for example, [−1,1) or (5,∞). What the CLT
says is that when you average a large number of discrete i.i.d Bernoulli random variables, even though the average is still a discrete
random variable, the distribution of the average begins to look more and more like that of a continuous (Gaussian) random variable.
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